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Abstract 

This study compares the interpretability of the topics resulting from three topic modeling techniques, 
namely, LDA, BERTopic, and RoBERTa. Using a case study of three healthcare apps (MyChart, Replika, and 
Teladoc), we collected 39,999, 52,255, and 27,462 reviews from each app, respectively. Topics were 
generated for each app using the three topic models and labels were assigned to the resulting topics. 
Comparative qualitative analysis showed that BERTopic, RoBERTa, and LDA have relatively similar 
performance in terms of the final list of resulting topics concerning human interpretability. The LDA topic 
model achieved the highest rate of assigning labels to topics, but the labeling process was very challenging 
compared to BERTopic and RoBERTa, where the process was much easier and faster given the fewer 
numbers of focused words in each topic. BERTopic and RoBERTa generated more cohesive topics compared 
to the topics generated by LDA. 

Keywords 

Topic modeling, Large Language Models (LLM), Latent Dirichlet Allocation (LDA). 

Introduction 

Topic modeling is a popular text analysis technique that provides an automatic approach for coding a 
collection of documents into a set of meaningful coding categories, namely topics (Mohr and Bogdanov 
2013), where each topic represents a cluster of documents and words with similar meanings. Topic modeling 
has been widely used in the fields of natural language processing (NLP), information retrieval, and data 
mining and analysis to help extract insights from a collection of documents (Wang et al. 2010). Topic 
modeling is considered an unsupervised machine learning technique that is mainly used to uncover hidden 
patterns and structures from a large set of unstructured data (George and Sumathy 2023). It can organize, 
search, and summarize unstructured data, making it a valuable tool in various fields (Egger and Yu 2022). 

Different techniques and approaches have been used to extract topics using topic modeling including 
Probabilistic Latent Semantic Analysis (PLSA) (George and Birla 2018; Lu et al. 2011), Latent Dirichlet 
Allocation (LDA) (Khadija and Nurharjadmo 2024; Lu et al. 2011), Non-negative Matrix Factorization 
(NMF) (Khadija and Nurharjadmo 2024; Shi et al. 2018), and BERTopic (Bidirectional Encoder 
Representations from Transformers) (Grootendorst 2022). LDA became a widely used algorithm for 
extracting meaningful topics from a collection of documents (Jelodar et al. 2019), social media data, and 
other types of text data (Abuzayed and Al-Khalifa 2021). 
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LDA aims to discover the topics in a document based on the words it contains. It is a probabilistic generative 
model that assigns a distribution to each document's latent topics and word allocations (Blei et al. 2003; 
Khadija and Nurharjadmo 2024). The probabilistic model aims at discovering the latent semantic structures 
or topics within a collection of unstructured text (Blei et al. 2003), which in turn helps to understand the 
main themes in the text collections.  

A recent popular method for extracting topics from unstructured text is BERTopic. BERTopic uses BERT 
embeddings and class-based TF-IDF to generate dense clusters of documents and extract topic 
representations (Grootendorst 2022; Vahidnia et al. 2021). BERTopic is very well suited for variations of 
topic modeling, such as guided topic modeling and dynamic topic modeling (Wang et al. 2023). BERTopic 
provides good usability performance across various tasks by separating the process of clustering documents 
and generating topic representations (Grootendorst 2022; Hidayat et al. 2022). 

A robustly optimized BERT pretraining approach proposed by Facebook is the Robustly Optimized BERT 
Pre-training Approach (RoBERTa), which is meant to optimize the training of BERT architecture during pre-
training for modeling and learning contextual information from text (Angin et al. 2022; Li et al. 2023), 
question and answer system development (Suwarningsih et al. 2022), and predicting and classifying reports 
(Angin et al. 2022; Putra and Setiawan 2022). RoBERTa as a pre-trained model is used to learn the dynamic 
meaning of words in a specific context and improve the semantic representation of words (Sun and Hou 
2022). It utilizes pretraining models and techniques like hyperparameter tuning, Synthetic Minority 
Oversampling Technique (SMOTE), and Linguistic Inquiry Word Count (LIWC) to enhance its performance 
(Malik et al. 2023). RoBERTa has been shown to perform well in different problem domains such as token 
replacement classification, personality prediction, and text classification (Gao et al. 2022). 

Several studies have compared different approaches for the topic mining task (Abuzayed and Al-Khalifa 
2021; Atagün et al. 2021; Axelborn and Berggren 2023; George and Sumathy 2023; Murfi et al. 2024; 
Prakash et al. 2023). However, these studies predominantly relied on quantitative measures with limited 
attention to the human interpretability of the topics generated using different topic modeling techniques. 
Accordingly, this study aims to evaluate the interpretability of topics generated using LDA representing a 
class of probabilistic topic models, and BERTopic and RoBERTa representing large language models (LLM). 
The evaluation leverages three different datasets representing users’ reviews of three medical apps (Replika, 
Teladoc, MyChart) obtained from the Google Play store. 

Related Work 

George & Sumathy, (2023) compared a hybrid approach that utilizes BERT and LDA with traditional BERT 
and LDA. The authors used principal component analysis (PCA), t-distributed stochastic neighbor 
embedding (t-SNE) and uniform manifold approximation and projection (UMAP) to reduce data 
dimensionality. The results were evaluated using the Silhouette Score. Experimental results showed that the 
proposed hybrid approach utilizing clustering and dimensionality reduction could help generate more 
coherent topics and therefore could be used for developing topic modeling applications. Abuzayed & Al-
Khalifa, (2021) have compared BERTopic with other known topic modeling techniques such as LDA, NMF. 
The authors used the results from LDA and NMF as a baseline and then used BERTopic with different word 
embedding techniques with a total number of topics ranging between 5 and 500 topics. Normalized 
pointwise mutual information (NPMI) was used to evaluate the results from different topic models. 
Experimentation and results showed that the overall topics generated by BERTopic are better than the ones 
obtained by LDA and NMF.  

Murfi et al., (2024) extended the Eigenspace-based Fuzzy C-Means (EFCM) model using BERT for text 
representation in topic modeling. The authors used two variations of coherence score, the contextualized 
topic coherence (CTC) and the topic coherence-word2vec (TC-W2V). In addition, sensitivity analysis was 
performed for comparative analysis between the proposed BERT-EFCM and traditional TF-IDF. 
Experimental results showed that the proposed extended BERT-EFCM improves the coherence scores, 
especially using CTC, for topic detection compared to the traditional TF-IDF approach. Axelborn & Berggren, 
(2023) compared the performance of LDA and BERTopic for analyzing and categorizing textual data. Data 
was preprocessed and topics were obtained using LDA and BERTopic. The resulting topics were then 
evaluated using the perplexity and coherence scores, then the interpretability of the topics. Results showed 
that the quantitative analysis demonstrated that BERTopic is slightly better than LDA. However, LDA was 
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better than BERTopic in terms of topics quality, interpretability, and capturing meaningful and coherent 
topics.  

Prakash et al., (2023) proposed “PromptMTopic, a novel multimodal prompt-based model designed to learn 
topics from both text and visual modalities” using large language models and compared the performance of 
the proposed models. The authors evaluated the proposed model using three real-world meme datasets and 
compared its performance against BERTopic, LDA, NMF, and CTM. PromptMTopic mainly utilized 
ChatGPT for identifying the high-level topics as well as the representative keywords for the topic. Results 
showed that PromptMTopic can identify relevant topics that are relevant compared to existing models. 
Atagün et al., (2021) compared the performance of variations of LDA and BERT for clustering tasks. 
Following data preprocessing and model generation, clusters were identified using the chosen models. The 
performance of the models was compared using the Silhouette measure. Results showed that the combined 
BERT, LDA, and Clustering model achieved the best performance compared to other models such as LDA 
with clustering, and BERT with clustering. 

According to the literature, LDA and BERTopic share common characteristics, but also vary concerning the 
approaches and capabilities (Egger and Yu 2022; George and Sumathy 2023; Grootendorst 2022). Overall, 
LDA and BERTopic have their strengths and weaknesses, and the choice between them depends on the 
specific requirements of the topic modeling task. Furthermore, it is very challenging to find the optimal 
quantitative measure for evaluating and comparing the quality of topics generated using different models 
such as LDA and BERTopic (Abuzayed and Al-Khalifa 2021). Furthermore, the majority of the comparative 
studies in the literature utilized quantitative measures for comparing the performance of topic models 
without the qualitative analysis that involved the generation of the actual topic (Abuzayed and Al-Khalifa 
2021; Atagün et al. 2021, 2021; Caliskan et al. 2022; George and Sumathy 2023; Murfi et al. 2024; Pachlore 
and Chakkarwar 2023). We were able to find one study that evaluated the resulting topics for interpretability 
(Axelborn and Berggren 2023).  

Research Method 

Figure 1 shows the research method for generating topics using LDA, BERTopic, and RoBERTa. The data 
used in this study was collected from three popular health apps on the Google Play app store. More 
specifically, we collected a total of 39,999 reviews about the MyChart app, an app that helps patients access 
health information and manage self-care. We also collected a total of 52,255 reviews about the Replika app, 
a popular AI companion that supports those who need mental health and emotional support. Finally, we 
collected a total of 27,462 reviews about the Teladoc app, a popular app that helps patients connect with 
service providers and receive complete care in a convenient manner. A Python script is used to preprocess 
the data, generate the topics, and visualize the results.  

Data preprocessing is a critical step to perform topic modeling. In this study, each user review was converted 
to lower case. Next, text was cleaned from stop words, numbers, special characters, symbols, hashtags, 
mentions, and any word that is less than three characters in length. Finally, each review was lemmatized and 
represented as bigrams (Bekkerman and Allan 2003). 

 

Figure 1. Research Method for Topic Generation Using LDA, BERTopic, and RoBERTa 

For topic modeling using LDA, the processed reviews were used to create a dictionary, also known as a 
vocabulary, where each word in the dictionary is unique and assigned an index. The dictionary acts as a map 
where each unique term is given a specific identifier (Barde and Bainwad 2017). For each processed review, 
represented as bigrams, a tuple is created containing the bigram's identifier from the dictionary and the 
corresponding frequency in the review.  
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Next, the dictionary and processed reviews are used as inputs for the LDA model. For the LDA model, the 
number of topics needs to be specified. To do so, we optimized the topic model using the coherence score 
measure. “Topic Coherence measures score a single topic by measuring the degree of semantic similarity 
between high scoring words in the topic” (Stevens et al. 2012). The coherence score was selected because it 
is the best measure for applications that require end-users’ interaction with the generated topics (Stevens et 
al. 2012) and it helps provide better human interpretability of the generated topics (Röder et al. 2015) 
compared to other measures. Once the optimal number of topics was obtained, the LDA then uses statistical 
inference to assign each document a mixture of topics, and each topic a distribution of words. 

For Topic modeling using BERTopic and RoBERTa, the process is similar with slight changes and 
improvement to the embedding step for RoBERTa. First, we need to represent each user review as a set of 
numerical values using BERT-base embedding and a slightly modified BERT-base embedding, for key 
hyperparameters and tiny embedding tweaks, for RoBERTa (McCarley et al. 2021). BERT embedding 
provides better representation and performance compared to traditional techniques as well as similar 
techniques for word embeddings (Alsentzer et al. 2019; Karande et al. 2021), especially when working with 
data in large sparse matrices in NLP (Karande et al. 2021).  

For the next step, there is a need to reduce the dimensionality of the data from the embedding step. To do 
so, the UMAP (Becht et al. 2019; McInnes et al. 2018, 2020) has been used. UMPA is considered a viable 
technique for dimensionality reduction (McInnes et al. 2018, 2020) and is known for its speed and ability to 
preserve the structure of the data in lower dimensions (George and Sumathy 2023). Furthermore, topic 
modeling based on UMAP demonstrates better performance and helps achieve precise context-based 
features (George and Sumathy 2023) compared to other techniques.  

The dimensionality-reduced embeddings need to be clustered using a clustering algorithm. HDBSCAN 
(Hierarchical Density-Based Spatial Clustering of Applications with Noise) is used to cluster reviews with 
similar content, which in turn could help detect topics within the dataset (Becht et al. 2019). It performs 
“DBSCAN over varying epsilon values and integrates the results to find the clustering that gives the best 
stability over epsilon” (Malzer and Baum 2020; McInnes et al. 2017). To find the optimal number of clusters 
for HDBSCAN, we used the Silhouette score (Rousseeuw 1987), which can help determine the minimum 
cluster size , which in turn “controls the balance between the preservation of global and local structures in 
the low dimensional embedding” (Silveira et al. 2021).  

Next, we used a variation of term frequency (TF) and inverse document frequency (IDF) (Joachims 1996) 
called class-based TF-IDF (c-TF-IDF) (Mazzei and Ramjattan 2022; Orellana and Bisgin 2023). To have the 
single representation of all reviews in a single cluster, we used the following formula: 

𝑐 − 𝑇𝐹 − 𝐼𝐷𝐹𝑖 =  
𝑡𝑖

𝑤𝑖
 ×  log

𝑟

∑ 𝑡𝑖
𝑛
𝑗

  ……………..…. (1) 

Where the word frequency, 𝑡, is extracted for each cluster, 𝑖, and then divided by the total number of words, 
𝑤. Next, the total number of reviews, 𝑟, is divided by the total frequency of the word, 𝑡, across all classes, 𝑛. 
Finally, we generated the topics from BERTopic and RoBERTa using the top 20 keywords per topic based 
on the corresponding words’ score in the resulting c-TF-IDF, where words appearing at the top of the list 
carry more weight and provide a stronger representation of the topic (Mazzei and Ramjattan 2022; Orellana 
and Bisgin 2023). 

Once topics were obtained for LDA, BERTopic, and RoBERTa, two researchers independently labeled the 
resulting topics to maintain a consistent and reliable process while labeling the generated topics. Inter-rater 
reliability (kappa statistic) (Landis and Koch 1977) was used to evaluate the labeling process to make sure 
that the researcher would eventually obtain similar results.  The final list of topics was labeled and merged 
into a higher-level topic that represents factors that affect users’ acceptability and usability of mobile 
telehealth apps. Finally, we compared the resulting topics and compared the findings. 

Results 

We collected a total of 39,999 reviews for the MyChart app, 52,255 reviews for the Replika App, and 27,462 
reviews for the Teladoc app. Each app reviews were analyzed using three different topic modeling 
approaches, namely, LDA, BERTopic, and RoBERTa. BERTopic and RoBERTa models were optimized using 
the Silhouette score to determine the minimum cluster size. Figures 2 and 3 show the optimization results 
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for different sizes of minimum cluster size. For MyChart reviews, the best minimum cluster sizes were 8 and 
11 with Silhouette scores of 0.954 and 0.966 for BERTopic and RoBERTa, respectively. For Replika reviews, 
the best minimum cluster sizes were 11 and 12, with Silhouette scores of 0.947 and 0.958, for BERTopic and 
RoBERTa respectively. Finally, for Teladoc reviews, the best minimum cluster sizes were 25 and 8 with 
Silhouette scores of 0.936 and 0.956, for BERTopic and RoBERTa respectively. 

 

Figure 2. Silhouette score for the optimal 
minimum cluster size 

 

Figure 3. Silhouette Score for the optimal 
minimum cluster size 

The LDA model was optimized using the Coherence score for determining the optimal number of topics. 
Figure 4 shows the results for different number of topics. For MyChart reviews using LDA, the best number 
of topics was 94 with a coherence score of 0.608. For Replika reviews using LDA, the best number of topics 
was 97 with a coherence score of 0. 628. Finally, for Teladoc reviews using LDA, the best number of topics 
was 81 with a coherence score of 0.612. 

 

Figure 4. Coherence score for optimal number of topics 

 

Figure 5. Number of topics for each 
app/model 

 

Figure 6. Number of labeled topics for each 
app/model 



 A Comparative Analysis of LDA and LLM for Topic Modeling 
  

 Thirtieth Americas Conference on Information Systems, Salt Lake City, 2024 6 

Figures 5 and 6 show the number of topics generated and number of topics labeled. As shown in the figures, 
for MyChart, we were able to label 116/117 (99.1%) topics using BERTopic, 82/83 (98.7) topics using 
RoBERTa, and 94/94 (100%) topics using LDA. For Rplika, we were able to label 84/115 (73.0%) topics using 
BERTopic, 72/113 (63.7) topics using RoBERTa, and 75/97 (77.3%) topics using LDA. Finally, for Teladoc, 
we were able to label 45/51 (88.2%) topics using BERTopic, 77/99 (77.7) topics using RoBERTa, and 74/81 
(91.4%) topics using LDA. 

Table 1 shows the high-level topics obtained for the Teladoc app using BERTopic, RoBERTa, and LDA. As 
shown in the table, we were able to obtain the same number of high-level topics as well as the same topic 
using the three models. The two independent researchers labeling the topics achieved a kappa statistic of 
91.5% which reflect perfect agreement among different raters (Landis and Koch 1977). 

BERTopic RoBERTa LDA 

Convenience and Efficiency Convenience and Efficiency Convenience and Efficiency 

Useful and Helpful Useful and Helpful Useful and Helpful 

Easy to Use Easy to Use Easy to Use 
Table 1. Teladoc high level topics obtained from each model. 

Table 2 shows the high-level topics obtained for the Replika app using BERTopic, RoBERTa, and LDA. As 
shown in the table, we were able to obtain the same number of high-level topics as well as the same topic 
using RoBERTa and LDA models. However, using the BERTopic model, we ended up with one more high-
level topic, while obtaining other high-level topics like RoBERTa and LDA. 

BERTopic RoBERTa LDA 

Social Support Social Support Social Support 

Engaging Conversation Engaging Conversation Engaging Conversation 
Fun, Entertaining, and 
Interesting 

Fun, Entertaining, and 
Interesting 

Fun, Entertaining, and 
Interesting 

Cost and Subscription Cost and Subscription Cost and Subscription 

Intelligent Learning ---- ---- 

Technical Issues and Problems Technical Issues and Problems Technical Issues and Problems 

Usefulness Usefulness Usefulness 

User Friendly User Friendly User Friendly 
Table 2. Replika high-level topics obtained from each model. 

Table 3 shows the high-level topics obtained for the MyChart app using BERTopic, RoBERTa, and LDA. As 
shown in the table, we were able to obtain the same number of high-level topics as well as the same topic 
using the three models. 

BERTopic RoBERTa LDA 

Easy to Use Easy to Use Easy to Use 

Usefulness Usefulness Usefulness 

Appointment Management Appointment Management Appointment Management 
Accessibility to medical 
information 

Accessibility to medical 
information 

Accessibility to medical 
information 

Customer Support Customer Support Customer Support 

Self-Monitoring/Tracking Self-Monitoring/Tracking Self-Monitoring/Tracking 

Informative Information Informative Information Informative Information 

User Reported Issues User Reported Issues User Reported Issues 

Communication with Provider Communication with Provider Communication with Provider 
Table 3. MyChart high-level topics obtained from each model. 
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Table 4 shows sample word clouds for the low-level topics obtained from each model. As shown in the table, 
we can see that BERTopic and RoBERTa are better than LDA when it comes to topic cohesiveness. As 
demonstrated in the sample word clouds, the clouds for BERTopic and RoBERTa consist of a set of words 
that are closely related in terms of their thematic content, which in turn makes the labeling process much 
easier and faster than the topics obtained from LDA. Such difference between BERTopic and RoBERTa on 
one side and LDA on the other side makes the process of interpreting and understanding the underlying 
theme easier using BERTopic and RoBERTa. 

Model/Label Ease of Use Useful and Helpful Cost and Subscription 

BERTopic 

   

RoBERTa 

   

LDA 

   

Table 4. Sample Word Clouds for Low Level Topics Obtained from Each Model 

Discussion  

This study aims to evaluate the interpretability of topics generated using LDA representing a class of 
probabilistic topic models, and BERTopic and RoBERTa representing large language models (LLM). The 
evaluation leverages three different public opinion datasets about medical apps obtained from the Google 
Play store. In terms of performance, BERTopic, RoBERTa, and LDA have relatively similar performance in 
terms of the final list of resulting topics with respect to human interpretability. This is an interesting finding 
since the literature reported various interpretations concerning different topic models’ performance. For 
example, quantitative analysis showed that clustering with dimensionality reduction in BERT could help 
generate more coherent topics compared to LDA and NMF (Abuzayed and Al-Khalifa 2021; George and 
Sumathy 2023). BERT embedding for topic modeling provided a better interpretation of patients’ 
perspectives and perceptions that could improve the quality of care (Osváth et al. 2023). 

On average, we were able to label 86.76% of the topics generated using BERTopic, 80.03% of the topics 
generated using RoBERTa, and 89.5% of the topics generated using LDA. These averages are comparable to 
the literature (Rijcken et al. 2023), where a domain expert was able to label 75% of the topics generated. The 
LDA topic model achieved the highest rate of labeling given the fact that such a model generates topics that 
consist of a large number of keywords in each topic. While this makes the labeling process achieve a high 
labeling rate using LDA compared to BERTopic and RoBERTa, the process itself was very challenging given 
the number of words in each topic, and the overlapping topic labels in the same topic as shown in Table 4. 
On the other hand, despite the low labeling rate for BERTopic and RoBERTa, the labeling process was much 
easier and faster given the few number of focused words in each topic, which facilitates the process of 
assigning a topic label. In general, our findings suggest that BERTopic and RoBERTa have shown better 
generalization, topic coherence, and diversity compared to LDA. This is in line with existing literature, 
especially for short texts (Zhou et al. 2022) like user reviews.  

Further, the results showed that BERTopic and RoBERTa generated more cohesive topics that were more 
focused and easier to interpret compared to the topics generated by LDA. This is in line with existing 
literature where LLM-based models generate highly clustered embeddings that help generate topics with 
superior clusterability and improved semantic coherence when compared to traditional methods like LDA 
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(Xu et al. 2023). Quantitative comparative performance analysis of the LDA and LLM-based models showed 
that BERT representation of topics improves topic coherence and overall interpretability of the topics (Murfi 
et al. 2024). LLM-based topic models, such as RoBERTa and BERTopic, can recognize the nuances and 
subtleties in the data, which in turn could help identify coherent and meaningful topics that other models, 
such LDA, might overlook (Prakash et al. 2023). 

Conclusion 

We evaluated the interpretability of LDA, BERTopic, and RoBERTa for topic models. In general, we found 
that BERTopic and RoBERTa perform better than LDA with respect to topic interpretability. This is mainly 
related to the fact that topics based on LLM models are more coherent and simpler to interpret compared to 
traditional methods such as LDA and LSA. Furthermore, BERTopic and RoBERTa demonstrated 
competitive and stable performance compared to LDA when it comes to the interpretability of the topics as 
demonstrated in the three cases. Finally, LDA often lacks clear semantic information and has feature sparsity 
problems. On the other hand, BERTopic and RoBERTa are less sensitive to these problems. This work is not 
without any limitations. First, the HDBSCAN algorithm classifies many of the reviews as outliers. However, 
this was not an issue in the current work given the short nature of the reviews as well as the comparable 
resulting high-level topics from all models. Some apps resulted in fewer high-level topics compared to other 
apps. This could be attributed to the nature of the data or the users’ reviews being focused on these aspects 
of the app. Future research may explore the performance of other probabilistic topic models such as LSA and 
PLSA compared to LLM-based topic models. 
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