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Abstract—In this study, we aim to analyze the public 

perception of Twitter users with respect to the use of ChatGPT 

and the potential bias in its responses. Sentiment and emotion 

analysis were also analyzed. Analysis of 5,962 English tweets 

showed that Twitter users were concerned about six main types 

of biases, namely: political, ideological, data & algorithmic, 

gender, racial, cultural, and confirmation biases. Sentiment 

analysis showed that most of the users reflected a neutral 

sentiment, followed by negative and positive sentiment. Emotion 

analysis mainly reflected anger, disgust, and sadness with respect 

to bias concerns with ChatGPT use. 

 
Keywords: ChatGPT, bias, social media, analytics, pre-trained 

model. 

I. INTRODUCTION 

The first few months of 2023 have seen a rise of artificial 

intelligence (AI) based large language models (LLM) such as 

ChatGPT- by Open AI. ChatGPT has seen a record breaking 

number of users in the first few months of its existence [1] and 

becomes a widely used tools for general question-answering 

and information seeking [2], [3]. This is made possible through 

ChatGPT’s ability in finding and detecting patterns in a large 

dataset and the ability to improve performance through 

feedback [4]. 

With the widespread use of LLMs and Generative AI in 

different domains, AI bias is becoming problematic and more 

apparent [5]. Bias in the context of LLM could be defined as 

the “presence of systematic misrepresentations, attribution 

errors, or factual distortions that result in favoring certain 

groups or ideas, perpetuating stereotypes, or making incorrect 

assumptions based on learned patterns” [6]. Although LLM, 

such as GPT, tend to claim they are not impartial, some 

research suggests that they suffer from race, gender, religion, 

and political orientation bias [7]. Such bias increased the 

awareness of the impact these LLM might have on people in 

general [8]. 

The objective of this study is to analyze the public 

perceptions of bias present in ChatGPT by analyzing social 

media posts on Twitter using machine learning techniques. 

More specifically, we plan to identify and categorize the types 

of bias that are currently present in ChatGPT as expressed on 

Twitter. Identification of these biases could help researchers 

develop new mitigation strategies for biases in AI and help 

better determine a set of socio-ethical and legal principles that 

need to be considered when implementing similar AI systems 

[5].  

II. LITERATURE REVIEW 

The recent popularity of ChatGPT is driving significant 

research on the topic. Motoki et al [7] investigated the political 

bias concerns posed by ChatGPT following an empirical 

design by asking the new LLM to impersonate someone from 

a given side of the political spectrum and ask a number of 

questions with already known answers. The authors used 

several answers for the same question and completely 

randomized the order of questions being asked to ChatGPT 

over several rounds. Results showed that ChatGPT has a 

significant and systematic bias towards a specific political 

party in different countries. 

Praveen & Vajrobol [9] used bidirectional encoder 

representations from the transformers model to study 

healthcare researchers’ perceptions about ChatGPT. Using 

62,734 tweets obtained with a search query consisting of the 

word ‘ChatGPT’ and a phrase that helps identify the users who 

posted the tweets working as a healthcare researcher, such as 

‘I am a healthcare researcher.’ BERT was used to analyze 

tweets with respect to sentients and topics being discussed, 

using topic modeling. Results showed that 51.4% of the tweets 



have neutral sentiments, 33.7% of the tweets have positive 

sentiments, and 14.7% of the tweets have negative sentiments. 

Topics identified were mainly related to ChatGPT being 

helpful in research in general, promoting big data analytics, 

assisting in reading research papers, and researchers being 

doubtful about the accuracy of the model. 

Taecharungroj [10] analyzed Twitter data to determine 

what ChatGPT can do for users. The authors collected a total 

of 233,914 English tweets about ChatGPT. Tweets were 

analyzed using LDA topic modeling and thematic analysis. 

Topic modeling and thematic analysis revealed three main 

topics. These topics were related to news, technology, and 

reactions. In addition, five functional domains were also 

identified. These functional domains were related to “creative 

writing, essay writing, prompt writing, code writing, and 

answering questions.”  

Leiter et al. [11] analyzed Twitter users’ perceptions of 

ChatGPT. The authors analyzed the sentiments of the tweets, 

the change of sentiments over time, sentiments across 

languages, as well as analysis of topics. Using a simple search 

query that consists of ‘#ChatGPT,’ the authors collected over 

330,000 tweets from over 168,000 Twitter users. Results and 

analysis showed that 100,163 tweets have positive sentiment, 

174,684 tweets have neutral sentiment, and 59,961 tweets have 

negative sentiment. Sentiment analysis over time showed a 

downward trend of sentiment during the analyzed time frame. 

The average sentiment of English vs. non-English tweets was 

pretty much similar. Tweets in English have more positive 

sentiments compared to tweets in Japanese, French, Spanish, 

and German. Finally, tweets were mainly related to five topics: 

business, technology, education, daily life, and social 

concerns.  

Korkmaz et al. [12] studied the sentiments of those who 

experience ChatGPT using social media analysis. Using a 

simple search query, ‘ChatGPT,’ the authors collected about 

788,000 English tweets. Tweets were analyzed using AFINN, 

Bing, and NRC sentiment dictionaries. Analysis of the results 

from the three sentiment dictionaries showed that Twitter users 

were satisfied with ChatGPT and found the experience using 

the LLM successful. On the other hand, many users reported 

negative sentiments and emotions, such as fear and concern 

with respect to ChatGPT. 

The review of the literature showed that few studies had 

addressed ChatGPT using social media data [9]–[13].  

Furthermore, despite the fact that the topic of bias and AI has 

been widely studied in the literature [5], [14]–[22], there is a 

very limited body of literature that addressed bias in emerging 

technology like ChatGPT [6], [7], [23]. Accordingly, this study 

attempts to address the public perception of ChatGPT bias by 

analyzing social media data from Twitter. The study also aims 

at analyzing sentiments, emotions, and volumes of tweets 

across different types of biases.  

III. RESEARCH DESIGN AND METHODOLOGY 

Figure 1 shows a high-level overview of the research 

methodology followed to identify and analyze the types of 

ChatGPT related biases discussed by the public on the Twitter 

social media platform. 

Twitter was used to collect public tweets about ChatGPT 

bias using a simple search query (ChatGPT and Bias) of 

English tweets between November 1st, 2022, and May 31st, 

2023. The collected tweets were analyzed for sentiments. 

Sentiment analysis is a well-known area of NLP used to 

determine the type of sentiment polarity (positive, neutral, and 

negative) from the text [24], [25]. In addition, emotion analysis 

utilizing the "Ekman 6" (Anger, Fear, Disgust, Joy, Surprise, 

and Sadness) [26] was also completed.  

 

 
Figure 1. Research methodology for identifying ChatGPT 

bias types. 
 

A random sample of 500 tweets was selected as input for 

the text-davinci-002 GPT model to automatically determine 

the type of bias being discussed by the public. The text-

davinci-002 is an “InstructGPT model which utilizes 

Reinforcement Learning with reward models trained based on 

human comparisons” [27]. The text-davinci-002 was used 

through OpenAI’s API and a Python code that requires prompt 

specifications. The prompt for the task on hand was “What is 

the type of bias mentioned in the text? Provide the type of bias 

without any explanation. If the text does not explicitly state the 

type of bias, then do not try to come up with an approximation 

for the bias type and simply state 'Unknown Bias'”.  

To validate the results by the text-davinci-002 model, out 

of the 500 labeled tweets, a random sample of 60 tweets was 

manually labeled, by one of the authors, with the bias type and 

then compared with results from the model. Inter-rater 

reliability [28] was calculated to avoid any bias in the results 

from the model and one of the authors. 



The results from the automatic labeling were grouped into 

a higher level of bias categories. The categories were then used 

to help with the automatic labeling of the remaining tweets. To 

do so, a custom classifier was created in Brandwatch using the 

ReadMe algorithm developed by Hopkins & King (2010). The 

algorithm emphasizes social science goals, focusing on a broad 

categorization of the whole sets of documents (Hopkins & 

King, 2010) and showing how tweets spread across the 

different types of biases and give an unbiased text 

classification compared to traditional supervised learning 

techniques. 

Based on the results obtained from the ReadMe classifier, 

we have analyzed the distribution of tweets across different 

types of biases and performed emotions and sentiment 

analysis. 

IV. RESULTS 

We collected a total of 5,962 tweets posted by 5,235 users. 

Among those who stated their gender, 418 (16%) were females 

and 2118 (84%) were males. Figure 2 shows the volume of 

tweets over time. 

 

 
Figure 2. Tweets volume over time. 

 

 
Figure 3. Emotion analysis 

 

The emotion analysis shown in Figure 3. The figure shows 

that 35% of the posts reflected anger emotion, which indicates 

users’ outrage against bias in ChatGPT, followed by 27% of 

the posts reflecting disgust and 25% of the posts reflecting 

sadness. 

Figure 4 summarizes the results of the sentiment analysis 

where 64% of the posts reflect neutral sentiment towards bias 

in ChatGPT, 34% of the posts reflect negative sentiment 

towards bias in ChatGPT, and only 2% reflect positive 

sentiment.  

 

 
Figure 4. Sentiment analysis 

 

Figure 5 shows the analysis of ChatGPT bias types as 

reflected in the public’s tweets. The separate manual 

qualitative analysis for the sample of 60 tweets results in 

Cohen’s Kappa statistics of 87%, which reflects almost perfect 

agreement among the researcher and the results from the text-

davinci-002 model [28]. 

 

 
Figure 5. ChatGPT bias types 

 

Most of the tweets (42%) discussed data and algorithmic 

bias-related followed by political and ideological bias (20%), 

socio-cultural bias, including gender bias (12%), racial bias 

(10%), and cultural bias (3%). Additionally, (1%) of the tweets 

mentioned confirmation bias. The category of ‘Non-Specific 

Bias’ (12%) represents tweets that discussed bias in general 

without specifying a particular type. 

Figure 6 shows the volume of tweets by the Twitter users’ 

profession. The top three professions concerned about 

ChatGPT bias, among those who stated their professions on 

Twitter, were executive (391 tweets – 6.6%), software 

developer and IT (238 tweets - 4%), and scientists and 

researchers (230 tweets - 3.9%). Other professions have less 

than 200 tweets each. 

 



 
Figure 6. Tweets volume by profession 

 

Figure 7 shows the volume of tweets by the Twitter users’ 

interests. The top three categories of users’ interests who were 

concerned about ChatGPT were technology (885 tweets - 

14.8%), business (662 tweets - 11.1%), and politics (546 tweets 

- 9.2%). Other interests have less than 500 tweets each. 

 

 
Figure 7. Tweets volume by interest 

V. DISCUSSION 

The study of ChatGPT bias through the analysis of 5,962 

English tweets showed that Twitter users were mainly 

concerned about data and algorithmic bias, political and 

ideological bias, gender bias, racial bias, and cultural bias. 

Data and algorithmic bias were the main concern 

expressed by Twitter users. These biases could be attributed to 

several factors, as expressed by Twitter users, including biases 

originating from ChatGPT’s design, training data, algorithmic 

functions, ChatGPT's built-in biases, and computational bias. 

Additionally, ChatGPT may inherit biases from its developers 

and the data it is trained on. Example tweet expressing 

concerns about data and algorithmic bias: 

 

“Bias in AI programming needs to be legislated against in 

equalities legislation to tackle companies like Microsoft 

programming ChatGPT with definitive religious bias in AI 

programming”, “Regulating smart tech platforms like 

#ChatGPT is necessary to address algorithmic bias and 

copyright concerns”, and “And there it is, programmer 

bias. How intelligent is ChatGPT really, if can’t 

distinguish between what’s real and the inherent political 

bias in it’s code?” 

 

According to the literature, algorithmic bias, often referred 

to as the main contributor to various types of AI bias, could be 

observed in many AI systems [30]. Algorithmic bias could 

arise from biases in the modeling process or biases during 

training [5] as AI models are typically trained on large datasets. 

However, little attention is paid by developers to the collection 

and processing of such data [22]. As a result, AI algorithms are 

frequently trained on biased datasets, which could negatively 

affect the quality of the AI model [31]. 

Political and ideological bias emerged as another major 

concern among Twitter users. Users highlighted various types 

of bias contributing to this concern, including left-wing bias, 

right-wing bias, liberal bias, conservative bias, and biases 

associated with specific ideologies and affiliations. Example 

tweet expressing concerns about political and ideological bias: 

 

“ChatGPT is hard left-green fascist. It is dangerous. The 

political bias is extreme”, “The political bias was built into 

the dataset before ChatGPT became operational”, “It is 

not coincidence that ChatGPT holds same political bias, 

passive aggressive language of its BigTech-Liberal 

Overlords”, “I'm definitely not using that. left wing bias is 

baked into ChatGPT”, and “ChatGPT can’t be trusted 

fully to be accurate as it has a political/ideological bias.” 

 

This type of bias aligns with existing literature about AI 

and political bias. Political bias could manifest when an AI 

system demonstrates a preference for certain individuals, 

groups, or content based on their political orientation [30]. In a 

recent study conducted by Motoki et al. (2023) on ChatGPT 

and political bias, the results revealed a significant and 

systematic bias towards a specific political party across 

different countries. 

Socio-cultural bias consists of gender bias, racial bias, and 

cultural bias. When developing products and systems, we aim 

to promote diversity, equity, and inclusion among various user 

groups. However, achieving this goal is often hindered by 

incorrect training data, weak algorithm design, and, most 

importantly, deep-rooted socio-cultural biases [32]. Users 

reported several reasons behind the presence of socio-cultural 

bias in ChatGPT, including cultural or geographic norms, 

values, or viewpoints, gender bias, racial bias, religious bias, 

and biases against specific racial or ethnic groups.  

Simple AI applications have encountered certain 

limitations during their early stages. For example, Google 

Translate used to refer to women as ‘he said’ or ‘he wrote’ 

when translating from Spanish to English. Another example 

involves camera software that wrongly interprets Asians as 

always blinking when warning against blinking in photos [22]. 

Furthermore, certain AI applications have demonstrated 

discriminatory behavior against specific groups of people [22]. 

For example, some AI based apps tend to characterize names 

of European people as pleasant while names of African names 



as unpleasant [22]. According to Nadeem et al. (2020), AI bias 

related to race and gender could be attributed to factors such as 

the lack of diversity in the “data and developers, the bias in 

society, and bias in data due to programmer conscious or 

unconscious bias” [33]. Example tweet expressing concerns 

about sociocultural bias: 

 

“There’s clearly some racial as well as gender bias within 

ChatGPT and it really calls into question the integrity of 

AI technology”, “Apparently ChatGPT has gender bias”, 

“I am amazed at how racist and bias ChatGPT is. Big tech 

is trying to force us all into a bubble”, and “Interesting 

seeing some of the cultural bias already manifesting in 

how these AIs are trained though, just because a dataset 

points in a certain way does not mean it’s right. Saw this 

when prompting on vague topics, when getting more 

specific, things tended to even out #ChatGPT” 

 

Confirmation bias has been another concern expressed by 

Twitter users. Confirmation bias “connotes the seeking or 

interpreting of evidence in ways that are partial to existing 

beliefs, expectations, or a hypothesis in hand” [34]. Example 

tweet expressing concerns about confirmation bias: 

 

“ChatGPT is a Confirmation Bias Machine. It will happily 

affirm with facts and reasoning anything you already 

believe.”, “ChatGPT is too prone to confirmation bias, so 

bigots can influence it a lot. So it's useful for those things 

that are not subject to emotions.”, and “It should be able 

to take more adversarial stances. I’ve dealt with a lot of 

confirmation bias when talking with ChatGPT.” 

 

According to Schwartz et al. [35], when it comes to AI 

projects, solid experimental design and the need for 

minimizing confirmation bias are being downplayed by many 

developers. AI confirmation bias usually occurs when the AI 

model is dealing with patterns in the data that are already 

known to the AI model, even if they are erroneous [36]. 

Sentiment analysis revealed that most of the tweets had a 

neutral sentiment followed by negative and positive 

sentiments. These results are consistent with existing research 

on AI and sentiments. For example, Praveen & Vajrobol [9] 

reported that 51.4% of the analyzed tweets exhibited a neutral 

sentiment. However, positive sentiment (33.7% of tweets) was 

more prevalent than negative sentiment (14.7%). On the other 

hand, Leiter et al. [11] found that the majority of the analyzed 

tweets revealed a negative sentiment (52.2%), followed by 

positive sentiment (29.9%) and neutral sentiment (19.9%). 

With respect to emotion analysis, most of the tweets reflected 

anger (35%), disgust (27%), sadness (25%), fear (8%), joy 

(4%), and surprise (1%). These results show consistency with 

respect to bias in ChatGPT. 

Finally, volume analysis of tweets based on Twitter users' 

professions and interests revealed that the top three professions 

by volume are executives, software developers & IT, and 

scientists & researchers. Similarly, the top three interests in 

terms of volume were technology, business, and politics. These 

findings align with the analysis of different types of biases as 

well as the corresponding discussions, where the two most 

prominent categories of biases were data and algorithmic bias, 

as well as political and ideological bias. 

VI. CONCLUSION 

This study analyzed the public perception of ChatGPT 

bias by analyzing Twitter data using different analytical 

techniques. Results and data analysis revealed that different 

types of biases were reported by Twitter users. These biases 

were related to data and algorithmic bias, political and 

ideological bias, gender bias, racial bias, and cultural bias. 

Furthermore, sentiment and emotion analysis showed that most 

Twitter users reported neutral sentiment about ChatGPT, 

followed by negative sentiment and positive sentiment. The top 

three types of emotions that Twitter users reflected were: 

anger, disgust, and sadness about ChatGPT. Sentiment and 

emotion analysis reflected a negative user experience or 

thoughts about ChatGPT.  

This work is not without any limitations. The query 

retrieved tweets that mentioned both “ChatGPT” and “Bias.” 

To handle tweets that discussed multiple types of biases or did 

not explicitly mention the type of bias, we utilized the custom 

ReadMe classifier. However, it should be noted that the 

collected tweets do not provide direct evidence of users 

personally experiencing these types of biases when using 

ChatGPT. Instead, they primarily reflect the public opinion 

about ChatGPT bias. Additionally, the identification of bias 

types relied on a GPT model, which, while achieving a high 

accuracy rate as demonstrated by the inter-rater reliability 

results, is not fully accurate. 
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